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BACKGROUND INFORMATION

• Ethernet

TCP / IP Stack

• InfiniBand (IB)

RDMA

EDR - 4 lanes of 25Gb/s

• RoCE - RDMA over 
Converged Ethernet

Ethernet → Layer 3 (Network Layer)
InfiniBand → Layer 2 (Data Link Layer)

http://www.windowsnetworking.com/articles-tutorials/common/OSI-Reference-Model-Layer1-hardware.html
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OVERVIEW

http://blog.infinibandta.org/tag/top500/
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PROJECT DESCRIPTION

Compare EDR InfiniBand, RoCE, and native Ethernet:

• Bandwidth Performance

• Latency Performance

• Ease of Configuration (or lack thereof)

OSU Benchmarks, Intel Micro Benchmarks
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EXPERIMENTAL SETUP

https://www.attotech.com/products/cables-and-accessories/none/cables-and-accessories/CBL-0310-020
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HARDWARE

• Mellanox ConnectX-4 EDR adapter cards

• Mellanox SB7700 EDR InfiniBand Switch

• Juniper QFX5200 100Gb Ethernet Switch

https://www.westconcomstor.com/us/en/westcon/westcon-vendors/juniper_networks.html

https://www.aspsys.com/solutions/networking/mellanox-technologies/

https://en.wikipedia.org/wiki/Juniper_Networks

http://www.mellanox.com/bttf/ 6



• CentOS 6 across the nodes

• OpenMPI 1.10 using MXM (Mellanox) libraries

• MLNX OFED drivers and related modules, v. 3.3-1

SERVICES

7



RESULTS

https://www.healthlottery.co.uk/results/
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POINT-TO-POINT CONNECTED TESTS

OSU Benchmarks
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COLLECTIVE TESTS THROUGH SWITCHES

Intel Micro Benchmarks
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DIFFICULTIES FACED

http://fidelisspies.blogspot.com/2014/03/day-212-can-i-live-without-frustration.html
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INFINIBAND SETUP ISSUES

• Older version of 
InfiniBand hardware 
better initial 
performance

• Collective tests hung 
indefinitely
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IMPACT OF INFINIBAND OPTIMIZATION

One-time driver update: 

2.2-1 → 3.3-1

Significant latency 
improvement!

Drivers will be updated 
throughout HPC division
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ETHERNET SETUP ISSUES

• Initial iperf tests (with 6 sockets) were only 60Gb/s

• Eventually reached 87Gb/s through lots of configuration

• OpenMPI gives <20Gb/s for native Ethernet

• Potentially lack of socket optimization
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JUNIPER SETUP ISSUES

• Juniper switch reported Mellanox passive 100Gb 

copper cables as 40Gb/s

• EDR cards didn’t acknowledge Juniper passive optics 

whatsoever

• Juniper switch didn’t acknowledge Mellanox active 

optics
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MELLANOX CARD COMPATIBILITIES 
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CONCLUSION

http://blog.friendfriend.net/2014/05/10/54-incompatible-plug/
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CONCLUSION

• Good potential, as shown with direct results.

• 100Gb technology is too new, not standardized

• Deployment Effort is complex for both options

• Different companies not necessarily compatible

• If you want 100Gb/s, get it all from one place.
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GREATER IMPACT

• Mellanox OFED driver updates throughout HPC 

Division

• Juniper and Mellanox will begin to collaborate with 

hardware compatibilities

• Because of us, they have a place to start
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FUTURE WORK

• Comparison with Intel’s OmniPath

• Collective tests after technologies are compatible

• Work with OpenMPI community to optimize 

Ethernet performance

• NFS over RDMA

• TCP/IP over InfiniBand
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BACKUP SLIDES



ifcfg-eth4

rc.local (Onboot)

whenever you run OMPI:


